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Algorithm for Prediction of Trailing Vortex Evolution
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We describe an algorithm that predicts the trajectories and circulation decay of aircraft trailing vortices. We
first present the methodology used by the algorithm to simulate trailing vortex behavior, including 1) the descent of
the vortices through a realistic atmosphere defined by crosswind, turbulence, and stratification profiles and 2) the
interaction of the vortices with the ground. Examples are presented to demonstrate the algorithm’s capability. We
then describe a database approach for quantifying comparisons between algorithm predictions and measurements
of wake vortex transport and decay. The use of databases to optimize the constant factor k in the term governing
the effect of turbulence on vortex decay is reported, with the result that k appears to depend on the intensity
of ambient turbulence. Using selected groupings of cases from the database, we have determined that vortices
not interacting with the ground decay about a factor of two faster in high-intensity ambient turbulence than in
low-intensity ambient turbulence. We also show that the circulation decay for vortices in the ground effect appears

to be independent of the ambient turbulence level.

Nomenclature

b = vortex separation distance

by = initial vortex separation distance

k = circulationdecay factor

q = turbulence velocity (¢ = average over t* of
wu' +v'v +w'w’)

T = nondimensionaltime, /7

Ty = time for vortices initially to descend a distance b,
bo/ Vi

t = time after aircraft passage

tineas = measured  for vortices to leave the aircraft vortex
spacing system (AVOSS) corridor

Tored = predicted? for vorticesto leave the AVOSS corridor

t* = averaging time for g

U = aircraft speed

u' = along runway wind fluctuation

Vo = initial vortex descentspeed, W /2w pUb]

v = cross runway wind fluctuation

w = aircraft weight

w’ = vertical wind fluctuation

X = along runway coordinate

y = cross runway coordinate

Z, = altitude below which vortices are in near-ground
effect phase

Z, = altitude below which vortices are in in-ground
effect phase

ZGEFAC = normalized Z,, Z, /by

ZIMFAC = normalized Z,, Z, /b,

z = vertical coordinate

r = circulation

Iy = initial circulation

AT = absolute value of (Zpreq — fmeas)/ To

A('/Ty) = normalized rms difference between predicted and
measured circulation

0 = atmospheric density
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I. Introduction

OR the past several years, NASA has been conducting re-

search,underits Terminal Area Productivity Program, aimed at
the development of an aircraft vortex spacing system (AVOSS).!—3
The goal of AVOSS is to increase airport capacity while main-
taining or increasing the present levels of aircraft safety. The ap-
proach of AVOSS is to use the observed and predicted weather
state, algorithms for wake vortex transport and decay, wake vortex
sensor data, and definitions of acceptable vortex strength to de-
termine safe operating spacings between arriving and/or departing
aircraft.

One important part of the AVOSS programis the developmentof
an algorithm to predict how aircraft wake vortices evolve and decay
in prevailing and expected weather conditions around an airport.
The requirements of the algorithm are that it include the effects of
important atmospheric parameters, such as wind, turbulence, and
stratification, and that it be capable of seamlessly handling wake
vortices out-of-groundeffect (OGE), when the vortices are far from
the ground, near-ground effect (NGE), when the trajectories of the
vortices begin to be affected by the presence of the ground, and
in-ground effect (IGE), when the vortices become close enough
to the ground to cause the generation of secondary vorticity. Be-
cause of the real-time nature of AVOSS, anotherrequirementis that
the algorithm must almost instantly provide results for use by the
system.

Many recent numerical studies of wake vortex evolution have
incorporated sophisticated numerical approaches in their two-
dimensional*~” or three-dimensional solutions #~!! However, these
simulations take several tens of minutes or, in the worst cases, sev-
eral tens of hours of supercomputer time to complete. Thus, it is
not feasible at this time to use these models in a real-time airport
control system such as AVOSS.

II. Methodology

We have developed an algorithm that meets the requirements of
the AVOSS program, as outlinedin the Introduction. The OGE phase
of the algorithm is based on the model of Greene,'> who assumes
that the time rate of change of impulse per unit length of the vor-
tex wake is due to viscous drag, buoyancy, and turbulent decay.
We have enhanced Greene’s approach to include vertical profiles
of virtual potential temperature and turbulentkinetic energy (TKE)
(g*/2) for the representation of the buoyancy and turbulence ef-
fects, respectively, and a vertical profile of crosswind to include
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horizontal transport of the vortex wake. These profiles are usually
derived from meteorological observations such as those obtainedin
conjunction with recent AVOSS field campaigns at the Mempbhis
(MEM) and Dallas-Fort Worth (DFW) airports.*~!> Sarpkaya'®
and Sarpkaya et al.'” have recently described a similar approach
that excludes viscous drag and relies on vertical profiles of eddy
dissipationrate instead of TKE to represent turbulent decay. [Note
that the Sarpkaya et al. model was used in the successful demon-
stration of AVOSS at DFW International Airport during the week
of 17 July 2000 (Ref. 17).]

Our representation of the NGE and IGE phases was inspired by
previousstudiesreportedby Liu,'® Corjonand Poinsot,'® and Corjon
etal.?’ Liu'® used a constrained secondary vortex to produce vortex
rebound at the ground, although the boundary condition of zero ver-
tical velocity at the ground was not satisfied. Corjon and Poinsot!°
and Corjon et al.?° added ambient wind to Liu’s'® model for ground
effect and added image vortices of the primary vortices only. Be-
cause image vortices of the secondary vortices were not used, zero
vertical velocity at the ground was not satisfied.

Our algorithmextends these earlier studiesby adding several new
features. The following is an outline of how our algorithm treats the
evolution of the vortex wake as it descends from the OGE phase,
through the NGE phase, to the IGE phase:

1) Far above the ground, in the OGE phase, the algorithm uses
the modified Greene'? algorithm to compute the vortex trajectory
and circulation decay (Fig. 1a). Using the equation Ty = W/pUb,,
where p is atmospheric density at the generation height of the air-
craft, the initial vortex strength I'y is determined from the reported
aircraft type (where the initial separation of the vortices, by, is
7 /4 times the wing span), aircraft weight W, and aircraft speed U.

2) When the vortex cores are at a height of Z, = by x ZIMFAC
abovethe ground, the algorithmtransfers the solution from the mod-
ified Greene algorithmto a pair of classic, inviscid point vortices and
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Fig. 1 Vortex geometry for algorithm phases.

adds two image vortices below the ground (Fig. 1b). We call this re-
gionthe NGE or image vortex phase. ZIMFAC is typicallyabout1.5.

3) In the NGE phase, the algorithm continues to use the same
decay that occurred just before the vortices entered this phase.

4) When the vortex cores are at a height of Z, = by, x ZGEFAC
above the ground, the algorithm introduces ground-effect vortices
(to represent generation of secondary vorticity) and their respec-
tive images. We call this region the IGE or ground-effect phase.
Typically, ZGEFAC is about 0.6. After the first set of ground-effect
vortices have rotated 180 deg around the primary vortices, a second
set of ground-effectvortices, with images, is introducedinto the flow
(Fig. 1¢). In Fig. 1 the plus symbols (dashed lines) indicate the loca-
tion (trajectories) of the primary vortex cores. Curved arrows indi-
cate the rotational directions of the the vortices.Z, = b, x ZIMFAC
and Z, = by x ZGEFAC define the image vortex region and the
ground-effectregion. The motivation for the second set of ground-
effect vortices is to model the continual generation of secondary
vorticity by the primary vortices.

Ground-effect vortices are initially introduced at a distance of
0.4b, fromand at an angle of 45 deg outboard of the primary vortices,
and the initial circulationis 40% of each primary vortex. The circu-
lation of the ground-effectvorticesis a functionof the rotation angle
to allow for stronger secondary circulation near the ground. Typi-
cally, the maximum strength is at an angle of 45 deg, and the mini-
mum strength occurs throughoutthe angle range 225-315 deg with
secondary vortex strength varying linearly between these regions.
Once introduced, the ground-effect vortices are unconstrained, and
both lateral positions and vertical heights are determined by the
interacting vortex dynamics.

5) The algorithm continues to let all vortices in the IGE phase
decay at the same rate that occurredjust before the primary vortices
entered the NGE phase. The evolutionis continued until a specified
stop time. The various parameters defined earlier (1.5, 0.6, 180, 0.4,
45deg, and 40%) have been determined from extensive comparisons
with observations and results from large-eddy simulations.

The transitionsbetween the OGE, NGE, and IGE phasesare trans-
parent to the user, and the vortices can start in any one of these three
phases. (We note that, if the vorticesstart in the NGE or IGE regions,
one time step is taken using the OGE algorithm to determine decay
rate. This decay rate is then used in the remainder of the calcula-
tions.) A typical calculationusing the algorithm for vortices lasting
over 2 min takes less than 0.1 s to run on a Sun Ultra 1 workstation.

ITII. Typical Results

Examples of typical algorithm results are as follows.

In Fig. 2a, we show data from MEM case 1254 on 16 August
1995. In this example, the lidar is located at the Armory, at a site ap-
proximately 2600 m to the south of the thresholdof runway 36R and
66 m to the west of the runway centerline. The lidar was operated by
Massachusetts Institute of Technology (MIT)/Lincoln Laboratories,
under contract to NASA Langley Research Center.!*~!> The lidar is
looking crosstrack, at a constant distance from the runway thresh-
old. Figure 2a shows measurements of a Boeing-727/100 landing
at 1719 hrs local time. The left plot in Fig. 2a shows altitude above
the lidar van vs time after aircraft passage. The right plot shows
altitude vs lateral position from the lidar van. Circles and x sym-
bolsrepresentlidar measurements of the port and starboard vortices,
respectively. The horizontal and vertical lines associated with each
data point are estimates of lateral and vertical position error of the
lidar measurements.'®

In both plots in Fig. 2a, the solid lines at altitudes of 79.8 and
123.9 m represent two corridor floors described by Hinton.? The
solid rectangle at =0 in the left plot shows the reported beacon
altitude (accurate to about £50 ft) of the B-727. In the right plot, the
solid horizontalline at 153.4 m is the glide slope altitude at the lidar
position. The dashed, vertical line at 66 m in the right plot shows
the runway centerline. The solid, vertical line at ¥ = 134 m is the
east edge of the corridor described by Hinton.? In the right plot in
Fig. 2a, the dotted, vertical line at y =97 m shows the zero wind
line; the thin, solid vertical line shows the reported wind profile,
with 1 m/s being equivalent to AY =10 m. This profile shows a
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Fig. 2 Comparison of algorithm predictions and measurements for a) MEM case 1254 and b) MEM case 1480.

wind toward the west from 0 to ~75 m altitude and winds toward
the east at higher altitudes. The long-dashed lines in the right hand
plot of Fig. 2a is the potential temperature profile, with 1 deg K
equivalentto AY =10 m.

In the calculation, both the starting altitude and initial lateral
position of the aircraft were inferred from the lidar measurements
because this aircraft appeared to be located both above and to the
east of the expected position. The algorithm result shows reason-
able agreement with both the measured altitude vs time and the
measured altitude vs lateral position for vortex evolution times less
than around 100 s. For > 100 s, the data show higher vortex alti-
tudes than predicted by the algorithm. Because the ground in this
lidar location was composed of high trees, we may be underesti-
mating the effective ground height at the Armory in the algorithm,
which could explain the differencesfor # > 100 s.

Note that the algorithm predicts the same vertical descent for
both vortices, and so we would not expect the observed trajectory
differences seen for the port and starboard vortices in the left plot
in Fig. 2a to be predicted. Vertical crosswind gradients might be
expected to cause asymmetry in the vortices’ behavior?!'~2* but the
algorithm does not currently include such effects. Also note that
predictionsare continuedfor only as long as there are observationsto
compare with. Thus, in this case, the portpredictionslast longerthan
the starboard predictions, which is why in the lateral position plot,
the predicted port vortex trajectory descends closer to the ground
than the predicted starboard vortex trajectory.

Figure 2b shows similar plots to Fig. 2a for MEM case 1480, an
IGE case with a 727/100 landing at the threshold of runway 27 at
1754 hrs local time on 25 August 1995. Again, there is reasonable
agreement between the algorithm results and the lidar measure-
ments. In Fig. 2b, only the starboard vortex was observed, and so
only the starboard predictions are plotted.

IV. Database Description

To quantify comparisons between algorithm results and observa-
tions of trailing vortex evolution, we have defined several numerical
measures which are described subsequently. These quantities have
been incorporated in a database, which also includes aircraft and
environmental data. The database concept was originally suggested
for use in the AVOSS program by Hinton and Proctor of the NASA
Langley Research Center, and its format has been developed in
conjunction with Hinton, Proctor, and Sarpkaya of the Naval Post-
graduate School. The database will subsequently be referred to as
the AVOSS prediction algorithm (APA) database.

The APA database has been constructed for two AVOSS observa-
tion periods, one at MEM in 1995 and a second at DFW in 1997.1In
each observation period, there were lidar measurements, made by
MIT/Lincoln Laboratories, of aircraft wake vortices and concurrent
meteorological observations.

The APA database consists of five groups of data elements.
These groupsare 1) identificationinformation,2) primary algorithm
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evaluation data, 3) acquisition information, 4) environmental data,
and 5) supplementary algorithm evaluation data. Each database
record corresponds to the prediction and observation of the wake
vortex evolution for the longest lived vortex from one aircraft (the
other vortex is ignored).

Identification information includes the location, date, time, and
duration of the lidar measurements for each aircraft passage. Pri-
mary algorithm evaluation data includes root-mean-square (rms)
differences, over the duration of the observation,between predicted
and observed vortex altitude, lateral position, and circulation. Also
included are the predicted and measured times for circulation to
decay below 150 m?/s, and the predicted, Iored> and measured, fpeqs,
time for a vortex to clear a defined corridor, the extent of which
depends on the altitude of the glide slope. Definitions of corridor
geometry are provided by Hinton.? In the work to be discussed, we
use Hinton’s floor 2 (which is higher in altitude than floor 1) as the
bottom of the corridor.

Acquisition information includes the aircraft weight at the time
of the observation, wing span, the initial altitude and circulation
of the vortices, and the theoretical vortex descent rate (based on
the aircraft weight, speed, and wing span). Environmental data in-
clude measures of various atmospheric parameters at the time of
vortex generation. Some of these measures are TKE, eddy dissi-
pation rate, Froude number, crosswind speed, crosswind vertical
shear, crosswind vertical shear gradient, and Richardson number.
These quantities are given either as a value at a sensor altitude or the
vortex starting altitude, or as an average over the range of altitudes
traversed by the vortex. Supplementary algorithm evaluation data
include rms differences over 30-s time intervals between predicted
and measured 1) altitude, 2) lateral position, and 3) circulation, and
predictedand measured time for circulationto decay below 75 m%/s.

The software for generating a database for a given set of trailing
vortex cases consists of four modules: 1) the prediction algorithm,
2) a module for processing the environmental data and processing
the first module’s predictions of vortex trajectory and circulation
decay, 3) a module for reading the lidar measurements of vortex
location vs time and vortex velocity as a function of radius vs time,
and deriving the observed aircraft vortex trajectories and circula-
tions, and 4) a final module for evaluating the differences between
the predictionsand observations. The last module also maps the var-
ious database elements into the defined database format. Modules
2)and 3) are based on software developed by Dasey of MIT/Lincoln
Laboratories for the purpose of processing and analyzing lidar ob-
servations of trailing wake vortices.

Applications of the APA database concept are evaluation of al-
gorithm performance, optimization of algorithm performance, and
study of environmentalinfluences on algorithm behavior. In the fol-
lowing section, we show how the generationof databaserealizations
has been used for algorithm optimization.

V. Algorithm Optimization

As an example of how we have used the APA database for al-
gorithm optimization, we describe how we have identified the best
value of the constant &, in the circulation decay term of the mod-
ified Greene model.'”> (Note that Greene’s turbulent decay term is
dI'/dt =—kT'q /b, where I is circulation, f is time, g is turbulence
velocity, b is vortex separation distance, and k is a constant.!?) In
Greene’s original model, k = 0.82. For this analysis, 268 cases from
the MEM test and 247 cases from the DFW test have been used. For
the MEM cases, databases were generated for values of k =0.00,
0.10,0.20,0.30,0.41, and 0.46. For the DFW cases, databases were
generated for values of £=0.00, 0.10, 0.20, 0.30, and 0.41. In
addition, each database has been subdivided into high- and low-
turbulence cases, depending on whether the 30-min average TKE
at 40-m altitude (one of the environmental quantities stored in the
database, denoted by TKE30) for a given case was less than or
greater than 0.7 m?/s>. We used TKE30 to differentiate low from
high turbulence because we wanted an atmospheric parameter that
would quantify the presence of atmospheric structures that would
affect both wake transport and wake decay. Figure 3 shows plots
of TKE30 vs time of day for the MEM cases (Fig. 3a) and the
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Fig. 3 Average TKE of 30 min vs local time for a) MEM and b) DFW.

DFW cases (Fig. 3b). We chose 0.7 m?/s> as a reasonable level to
distinguish between low- and high-turbulencecases.

We have focused on circulation decay and the normalized time
difference between the predicted and measured time, AT, for a
vortex to clear a defined corridor because these are important quan-
tities to the AVOSS program. Here, the circulation decay A(I"/ ')
is defined as the rms difference between predicted and measured
circulation over the duration of the longest lived vortex from one
aircraft passage, normalized by the initial circulation, and AT is
the absolute value of (fyeq — fmeas) Normalized by Ty, the time for
the vortices initially to descend a distance equal to their separation.
Here Ty = by / Vo, where Vo =W /2rpUb3.

Figure 4 shows plots of how A(I'/Ty) and AT vary with k
for high- and low-turbulence cases. Figure 4 shows data for six
groups of aircraft cases: MEM OGE (high and low TKE), MEM
NGE (high and low TKE), and DFW NGE (high and low TKE).
The number of cases used are MEM OGE low, N =152; MEM
OGE high, N =30; MEM NGE low, N =23; MEM NGE high,
N =9; DFW NGE low, N =156; and DFW NGE high N =91.
In the plot, the solid symbols are for low turbulence (TKE30 <
0.7 m?/s?) and the open symbols are for high turbulence (TKE30 >
0.7 m?/s?). For each value of k for each aircraft case, we get one
value of A(I'/Ty). In Fig. 4a, we have chosen to plot the median
value of each group for each value of k. The MEM OGE cases
were obtained at the Armory location (glide slope altitude = 152 m)
and the MEM NGE cases were obtained at the Tang location (glide
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Fig. 4 Turbulence constantk vsa)median rms difference between pre-
dicted and measured normalized circulation and b) median absolute
difference between predicted and measured normalized time for vor-
tices to clear a defined corridor, for six groups of data identified in the
legends.

slope altitude= 88 m). All DFW casesreportedin this paperhad the
same approximate initial altitude (glide slope altitude =84-93 m).
We chose to look at the Armory data because there was a large
amount of high-quality data gathered at that location, and we chose
tolook at Tang data because this was the only measurementlocation
at MEM where the initial aircraft altitudes were approximately the
same as those for the DFW cases.

Figure 4a shows that, for MEM, k =0.20 gives the minimum
value of A(T"/Ty) for high turbulence for both the Armory and the
Tang data and that k = 0.41 gives the minimum value for low turbu-
lenceat bothlocations.For DFW, k = 0.20 again gives the minimum
value for high turbulence, whereas k =0.30 gives the minimum
value for low turbulence. To summarize, we note that the mini-
mum value for k at both airports is 0.20 for high-turbulence values
and is either 0.30 or 0.41 for low-turbulence values. We suspect the
reason for the difference between minimum values for £ at MEM
and DFW for low-turbulencelevelsis that the turbulencelevels were
lower in the MEM grouping than in the DFW grouping. It, thus, ap-
pears that the optimum value of k in the modified Greene'? model, to
minimize A(I"/T'y), depends on the atmospheric turbulence level.

In Fig. 4b, we see that k = 0.00 gives the minimum value for AT
for all groups. This resultis in sharp contrastto the results in Fig. 4a.
We believe the reason for this difference is that, for the corridors
being considered, the vorticesleave a corridor before turbulence has
had a chance to act on them. This point will be further discussedin
the Comparisons section to follow.

The implication from the preceding results for the AVOSS pro-
gram is that, when using the modified Greene'? algorithm, k should
be set to zero, when predicting time out of the corridor, and k should
be set to a value depending on the ambient turbulence level when
predicting circulation decay.

VI. Comparisons to Data
In this section, we show predictions of circulation decay for se-
lected groupingsof aircraftfrom MEM and DFW, using the optimum
values of k [0.20 for low turbulenceand 0.41 (MEM) or 0.30 (DFW)
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Fig. 5 Algorithm predictions and measurements of normalized circu-
lation vs normalized time at the MEM Armory site for a) 20 B-727
low-turbulence cases and b) 16 DC9 high-turbulence cases.

for high turbulence] derived from Fig. 4a. Figure 5a shows mea-
surements and algorithm predictions from 20 Boeing-727 aircraft
in low-turbulence conditions (TKE30 < 0.7 m?/s?) at the Armory
OGE site at MEM. In this and the following plots, the symbols de-
note the circulationsderived from the lidar measurements, the solid
lines denote the predictions from the algorithm (one solid line for
each aircraft measured), and the observed vortex circulations are
calculated using a 3-10 m, two-sided average of the circulations
measured by the MIT/Lincoln Laboratories lidar at 1-m increments
from the vortex center.

We make the following observations from Fig. 5a. First, for all
T > 1, the algorithm appears to predict the range of the measure-
ments fairly well. Second, for these low-turbulence cases, the algo-
rithm predictions are concave downward, with less decay at earlier
times and increaseddecay at later times, which is consistentwith the
measurements for 7' greater than about 1.5. Finally, we note that at
early times (for 7' less than about0.5), the measured valuesof I'/ T
are greaterthan one. This overestimate of I/ T’ for early times most
likely results from the inclusion of the vortices’ descent velocity in
the lidar measurement of the vortices’ radial velocity. Effects from
flap vortices may also play a role in these overestimates.

Figure 5b is similar to Fig. 5a, only for 16, high-turbulence
(TKE30 > 0.7 m?/s?) DC9 aircraft at the Armory location at MEM.
Again, we note that the predictions follow the data fairly well, with
both the predictions and data showing at least a linear and perhaps
a concave upward trend, with increased decay at earlier times and
a slower rate of decay at later times. We note again the large values
of I'/ Ty for times T less than about0.5.

Figure 6 shows similar data to Fig. 5 for NGE observationsat the
MEM Tang location. Because less data were obtained at the Tang
location, there are fewer good cases to choose from. (By a good
case, we mean one for which there is sufficient data that meaningful
comparisons with predictions can be made.) Figure 6a shows data
from five cases (two DC9, two Airbus 320, and one B727) in low
turbulence, and Fig. 6b shows data from four cases (two DC9, one
Airbus 320, and one B757) in high turbulence. Again, the algorithm
predicts the trends of the measurements.
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lation vs normalized time at the MEM Tang site for a) 5 low-turbulence
cases and b) 4 high-turbulence cases.

Figure 7 shows similar NGE dataat DFW, where the initial aircraft
altitude was similar to that at Tang. Low-turbulence measurements
and correspondingalgorithm predictions for 14 MDS series aircraft
are shown in Fig. 7a. Here, the predictionsare somewhat higher than
many of the observations, although the observations have signifi-
cantly more scatter at early times than observed at MEM. Figure 7b
shows data from 15 Boeing-727 aircraft in high-turbulence condi-
tions. We also note more scatter at early times in Figure 7b than at
MEM (cf., Figs. 5b and 6b). In comparing Fig. 7b with Fig. 7a, we
note that, although this may be due to only one or two of the runs, the
data extend to longer times in the high-turbulence cases in Fig. 7b
than in the low-turbulence cases in Fig. 7a. This is counter-intuitive
because we would expect vortices in a low-turbulence environment
to last longer than vortices in a high-turbulenceenvironment. How-
ever, this result could be due to the proximity of the ground because
we expect the vortices to be affected by the ground starting around
T ~2.

If we visually overlay all of the measurementsin Figs. 5-7, we see
that mostof the measurementsoverlapfornondimensionaltimes less
than about 1.5. This indicates that it takes a nondimensional time
of around 1.5 for ambient turbulence to affect vortex circulation.
Because 7, for a landing, commercial aircraft is (dimensionally)
typically around 15-20 s, this indicates that, for the first 20-30 s,
the vortices are insensitive to the effects of ambient turbulence.

We also note that, for the corridors considered here, the nominal
time for the vortices to exit the AVOSS box is around 30 s, ora T
of ~1.5. Because during this time the vortices are insensitive to the
intensity of the ambient turbulence, it follows that the time for the
vortices to exit the box should not be a function of the ambient tur-
bulence. This reasoning adds support to the result shown in Fig. 4b
that k£ =0.00 is the optimum value in computing AT, the time for
the vortices to clear the corridor.

To clarify the differencebetweenlow and high ambientturbulence
conditions, we next look at placing bounds on circulation values for
the datashownearlier. Figure 8 is areplotof Fig. 5a where the dashed
lineis I'/ Ty = 1-(T /18). We note that all of the measured values of
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DFW NGE - low turbulence

Normalized Circulation, I'/To
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Normalized Time, T

I ©  I5B727 Cases
14 _,8 ——  Algorithm output for 727 data

DFW NGE - high turbulence

Normalized Circulation, I'/To
=
o

0 2 4 6 8 10
Normalized Time, T
Fig. 7 Algorithm predictions and measurements of normalized circu-

lation vs normalized time at DFW for a) 14 MD8X low-turbulence cases
and b) 15 B-727 high-turbulence cases.
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Fig. 8 Normalized circulation vs normalized time for 20 MEM B-727
low-turbulence cases.

circulationare below this line for 7' greaterthan about 3. In contrast,
Fig. 9 is a replot of Fig. 5b, where the dashed line, which bounds
the data for times T greater than about 2, is I'/ Ty = 1-(T'/9). For
MEM Armory data, then, we see by comparing the two dashed lines
that the effect of high ambient turbulence is to increase the vortex
decay by a factor of about two.

InFig. 10, we plotall of the circulationmeasurementsfrom Figs. 6
and 7. These data all have similar starting altitudes. Also plotted in
Fig. 10 are the boundinglines '/ 'y = 1-(T'/18) and 1-(T'/9) from
Figs. 8 and 9. Although the data are not conclusive, there is an
indication that the line I'/ T’y = 1-(7'/9) may be the better bound to
the data. We note that we have plotted both low- and high-turbulence
cases in Fig. 10. Thus, if this result holds up to additional scrutiny,
it would indicate that when vortices interact with the ground, their
decay rate is independent of the ambient turbulence intensity. This
idea was first proposed by Burnham (private communication, 1998).

Finally, we note that laboratory experiments and numerical sim-
ulations have long suggested that the slowest decaying and longest
lasting vortices should occur OGE in a low turbulence, weakly
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Fig. 9 Normalized circulation vs normalized time for 16 MEM DC9
high-turbulence cases.

16
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DIW, B-727, High Turbulence, 7o ~ 84:93 m
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Fig. 10 Normalized circulation vs normalized time for 5 MEM Tang
low-turbulence cases, 4 MEM Tang high-turbulence cases, 14 DFW
MDS8X low-turbulence cases, and 15 DFW B-727 high-turbulence cases.

stratified environment®?3 The data from the MEM Armory loca-
tion in low turbulence (Figs. 5a and 8) support that hypothesis.

VII. Conclusions

We have described an engineeringmodel of trailing vortex evolu-
tion that represents circulation decay due to turbulence away from
the ground by a term containing the product of a constant k and
the ambient turbulence velocity. We have used a database contain-
ing comparisons between predictions and observations of vortex
evolution for 515 cases from MEM and DFW international air-
ports to determine the value of k, with the result that k = 0.20 for
low-turbulence cases and either 0.41 (MEM) or 0.30 (DFW) for
high-turbulencecases.

From an examination of circulation decay observations for se-
lected groupings of the 515 cases referred to, we have arrived at the
following results:

1) Vortices not interacting with the ground (OGE and NGE),
decay fasterin high turbulence, but are insensitiveto the turbulence
for the first 20-30 s of their evolution.

2) For OGE cases, the effect of high-turbulence levels is to in-
crease the circulation decay rate by about a factor of two.

3) NGE results suggest that circulation decay for vortices IGE is
independentof the ambient turbulence level.
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